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Abstract of the contribution: This paper proposes one step packet detection for MBS data.  
Discussion
Currently in TS 23.247 v1.0.0 and TS 23.501 v17.1.1, there are a few ENs on whether a two-step approach for 5G VN group is needed thus whether new source/destination source types are needed for MBS traffic, see below.

=== Excerpt from 23.247 v1.0.0 ===
6.7
User plane management

…

Traffic replication and forwarding for an MBS session is realized by using for each MBS session an (MB-)UPF internal interface ("MBS internal") and a two-step detection and forwarding process. In the first step, the packets received from a single data source are forwarded by the (MB-)UPF to the (MB-)UPF internal interface (i.e. Destination Interface set to "MBS internal" and MBS session ID indicated as Network instance in an FAR). In the second step, PDRs installed at the (MB-)UPF internal interface (i.e. Source Interface set to "MBS internal" and MBS session ID indicated as Network instance) detect the packets and forward them to the respective outgoing interface.

Editor's note:
Whether a two-step approach for 5G VN group is needed thus whether new source/destination source types are needed for MBS traffic is FFS.

=== Excerpt from 23.501 v17.1.1 ===
5.8.2.11.3
Packet Detection Rule

The following table describes the Packet Detection Rule (PDR) containing information required to classify a packet arriving at the UPF. Every PDR is used to detect packets in a certain transmission direction, e.g. UL direction or DL direction.

Editor's note:
The need of source interface "MBS internal" may need a revisit.

5.8.2.11.6
Forwarding Action Rule

The following table describes the Forwarding Action Rule (FAR) that defines how a packet shall be buffered, dropped or forwarded, including packet encapsulation/decapsulation and forwarding destination.

Editor's note:
The need of destination interface "MBS internal" may need a revisit.

In 5G VN group communication, within the same 5G VN group, packets from any group member (via its PDU Session, via N6 or via N19) could be sent to any other group members. If two-step detection and forwarding process is not adopted, the combinations of packet detection rules and forwarding rules can be very large and may not be manageable. For example:

· X is the total number of group members acting as the sources, and Y is the total number of group members acting the as destinations, then the combinations of packet detection rules and forwarding rules will reach X*Y  to differentiate the traffic between two group members.
In 5G MBS, there is fundamental difference from 5G VN group communication, that is, for 5G MBS, for one MBS Session, there is only one source (of MBS data). 
At MB-UPF,
-
the source is AF (or MBSTF if service mode is applied), and

-
the destination is the LL multicast distribution info if multicast transport over N19mb and N3mb is used, and the destinations are NG-RAN GTP tunnels (and UPF GTP tunnels if applicable) if unicast transport over N19mb and N3mb is used. 

At UPF (applicable only for individual delivery of multicast MBS Session), 
-
The source is the LL multicast distribution info of MB-UPF or N19mb GTP Tunnel Info at UPF, and

-
the destinations are the PDU Sessions of the joined UEs.

So, the combinations of packet detection rule(s) and packet forwarding rule(s) for 5G MBS are as follows:

-
 MB-SMF/MB-UPF, for an MBS Session (assuming there is one MBS QoS Flow)
-
1 PDR plus 1 FAR, regardless of multicast or unicast transport over N19mb (if applicable) and N3mb

If unicast transport over N3mb is used, then there will be multiple destinations in the same FAR, and the destination is represented by the GTP Tunnel Info at NG-RANs and UPFs (if applicable)).
-
SMF/UPF (applicable only for individual delivery of multicast MBS Session, assume there is one MBS QoS Flow,
-
for each PDU Session, one additional PDR is needed, and 
-
one additional FAR is needed if the MBS data from MB-UPF is to be dropped.
Based on the above,
[Proposal-1] It is proposed to resolve the ENs by adopting one step packet detection and forwarding process for MBS data forwarding in MB-UPF and UPF (applicable for individual delivery) as follows: 

In MB-SMF and MB-UPF, 
(1) a PFCP session is created when the MBS Session is started. Same applies to both multicast transport and unicast transport over N3mb and N19mb (see Figure 1 and Figure 2).
(2) For Multicast transport over N3mb and N19mb, the destination in FAR contain the MB-UPF IP Multicast Distribution Info (see Figure 1).
(3) For unicast transport over N3mb and N19mb, the same FAR in the PFCP session contains multiple destinations represented by the NG-RAN N3mb Tunnel Info and maybe UPF N19mb Tunnel Info (see Figure 2).
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Figure 1 Proposal for Multicast transport over N3mb and N19mb
In SMF and UPF (applicable for individual delivery), 
(1) Add one more PDR in the PFCP session for the joined UE’s PDU Session (see illustration in Figure 2).
(2) One more FAR is needed if the MBS data from MB-UPF is to be dropped.
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Figure 2 Proposal for unicast transport over N3mb and N19mb
Proposal

It is proposed to update TS 23.247 v1.0.0 as follows:
* * * Start of change* * * 
6.7
User plane management
The MB-UPF acts as the MBS Session Anchor of an MBS session, and if the MBSTF is involved in the MBS session, then the MBSTF acts as the media anchor of the MBS traffic. The MB-UPF receives only one copy of MBS data packets from AF or MBSTF.
The user plane between MBSTF and MB-UPF, or between MB-UPF and AF, may use either multicast transport or unicast tunnel for the MBS session (depending on application and capabilities of control interface). If the transport network does not support multicast transport, the user plane uses unicast tunnel for the MBS Session. The user plane between MBSTF and AF may use unicast tunnel, multicast transport or other means (e.g., HTTP download from external CDN). Unicast tunnel is used for the MBS Session, after receiving the downlink MBS data, the MB-UPF forwards the downlink MBS data without the outer IP header and tunnel header information.
The user plane from the MB-UPF to NG-RAN(s) (for shared delivery) and the user plane from the MB-UPF to UPF(s) (for individual delivery) may use multicast transport via a common GTP-U tunnel per MBS session, or use unicast transport via separate GTP-U tunnels at NG-RAN or at UPF per MBS session. If the user plane uses unicast transport, the transport layer destination is the IP address of the NG-RAN or UPF, each NG-RAN or UPF allocates the tunnel separately and multiple GTP-U tunnels are used for the MBS Session. If the user plane uses multicast transport, a common GTP-U tunnel is used for both RAN and UPF nodes. The GTP-U tunnel is identified by a common tunnel ID and an IP multicast address as the transport layer destination, both assigned by 5GC.
The above is depicted in Figure 6.7‑1.
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Figure 6.7‑1: Schematic showing user plane data transmission

The MB-SMF configures the MB-UPF to receive packets related to an MBS session.

For shared delivery, if unicast transport over N3mb applies, the MB-SMF configures MB-UPF to replicate the received MBS packets and forward them towards multiple RAN nodes via separate GTP tunnel. For shared delivery, if multicast transport over N3mb applies, the MB-SMF configures the MB-UPF to replicate the received MBS data and forwards the data via a single GTP tunnel.

For individual delivery, the MBS data received by the MB-UPF is replicated towards the UPF(s) where individual delivery is performed in the following way:

-
The MB-SMF configures the MB-UPF to receive packets related to an MBS session, to replicate those packets and forward them towards multiple UPFs via GTP tunnels if unicast transport over N19mb is applied, or via a single GTP tunnel if multicast transport over N19mb is applied.

-
The SMF(s) configures the UPF to receive packets related to a multicast session from an MB-UPF over N19mb, to replicate those packets and to forward them in multiple PDU sessions.

Traffic replication and forwarding for an MBS session is realized in the following way:
In MB-SMF and MB-UPF, 

-
a PFCP session is created when the MBS Session is started, regardless of multicast or unicast transport over N3mb and N19mb.
-
For Multicast transport over N3mb and N19mb, the destination in the FAR contains the MB-UPF IP Multicast Distribution Info.
-
For unicast transport over N3mb and N19mb, the FAR in the PFCP session may contain multiple destinations represented by the NG-RAN N3mb Tunnel Info and UPF N19mb Tunnel Info (if applicable).
In SMF and UPF (applicable for individual delivery),
-
in the PFCP session for the joined UE’s PDU Session, a new PDR with Source Interface “Core” is used to detect MBS data from N19mb tunnel or MB-UPF Multicast Distribution tree.
-
For unicast transport over N19mb, during provisioning of the above-mentioned PDR, the SMF requests UPF to allocate N19mb Tunnel Info if not yet allocated. If the MBS data from the MB-UPF is to be dropped, an additional FAR for the PDU Session is required.


* * * End of changes * * * 
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Unicast transport over N3mb and N19mb
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